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Motivation / background

• How would the vehicle react in response to the leading vehicle?

?
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Motivation / background

• How would the vehicle react in response to the leading vehicle?

• What do we need from simulation?
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Motivation / background

• The goal of traffic simulations:

o Past : reproduce traffic phenomenon 

o Future : support the development and test of control algorithms

▪ Connected and Automated Vehicle

▪ Reinforcement learning for traffic control/management 

▪ Human drivers still involved

▪ Safety, predictability, and uncertainty

• How do we introduce randomness?

х Deterministic car-following models (No)

✓ Human-driver car-following models (Yes)

In this work, we are interested in:

➢ How do we calibrate a human-driver car-following model?

➢ How do we simulate human-like car-following behaviors?
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Outline

• Intelligent driver model (IDM, as an example)

• Probabilistic modeling framework (Bayesian IDM, GP+IDM, AR+IDM)

• Numerical experiments for calibration

• Simulation 

• Discussion
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• Intelligent Driver Model (IDM) (Treiber et al. 2000)

Intelligent driver model
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• IDM assumes:

• Calibration by MLE:  

• Loss function in literature (Punzo et al. 2000):

Intelligent driver model
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Intelligent driver model

• IDM assumes:

IDM captures much information,

 but some are still left in the residuals!
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Intelligent driver model

• For a human-driver CF model, what do we miss?

o Reaction time / action inertia (of the drivers)

o Brake light signals (from the leaders)

o Nudging behaviors (from the followers)

o Temporally correlated errors / Time delay (from the model aspect)

o Heterogeneity of drivers (from the model aspect)

• IDM as a parsimonious model can hardly explain all the variation in 
the data; as a result, the residual terms are serially correlated; 

• How do we integrate these factors when calibrating IDM?
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Intelligent driver model

• Real process:

• IDM:

(Kennedy and O'Hagan. 2001)

(Treiber et al. 2000)

Missed the temporal part

TO-DO:

• Consider   in calibration;

• Model  in simulations.
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Vector form

Memory-Augmented IDM (MA-IDM)

• Real process:

• IDM assumes:

• MA-IDM assumes:

where K is a kernel matrix .

(Zhang and Sun 2024)

residuals

How to model         and         ?
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Memory-Augmented IDM (MA-IDM)

• MA-IDM assumes:

• Gaussian processes

where K is a kernel matrix .

(Zhang and Sun 2024)

residuals
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But what do we miss in the residuals?
Positive correlations

Real data

MA-IDM

Negative correlations
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Dynamic IDM (AR+IDM)

• Dynamic IDM assumes:

     Autoregressive (AR) processes

Two random series generated by AR(4)

How to model         and         ?

• Real process:

ADVANTAGE: It involves rich information from several 

historical steps instead of using only one step.



16Calibrating Car-Following Models via Bayesian Dynamic Regression

Calibration

• MA-IDM (GP+IDM)• Bayesian IDM

• Dynamic IDM (AR+IDM)

Bayesian: p(params|data) ∝ p(data |params) p(params) 
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Experiments – Car-Following Data Extraction

• HighD dataset;

    (Krajewski et al. 2018)

• 20 leader-follower pairs.

• Intelligent Driver Model
Must provide enough info to calibrate IDM!

• 𝑣0: free-flow; 

• 𝑠0 and 𝑇: steady following;

• 𝛼: freely accelerating data;

• 𝛽: approaching (with braking).
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Experiments – Identified Parameters

The length scale ≈ 1.5 sec → capture positive correlations within 4~5 sec 

(3-sigma in Normal distribution).

MA-IDM
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underfit

overfit

Experiments – Identified AR Parameters
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Real data

Dynamic

IDM

Experiments – Identified AR Parameters

Positive correlations: up to 5 s

Negative correlations: 5~10 s



21Calibrating Car-Following Models via Bayesian Dynamic Regression

Experiments – Identified IDM Parameters

We can draw samples (IDM parameters) from the posterior distributions!!



22Calibrating Car-Following Models via Bayesian Dynamic Regression

Simulations – Deterministic v.s. Stochastic

• Dynamic IDM:

•  Stochastic simulation for step t0:

1. generating the mean model by sampling a set of IDM parameters;

2. computing the serial correlation term according to the historical 

information;

3. sampling white noise randomly.

How to simulate          ?
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Simulations – Stochastic Simulation (Dynamic IDM v.s. MA-IDM)

Brief results:

➢ Action uncertainty is scenario specific: When the leading vehicle is 

braking, all drivers have to decelerate; But when the leading vehicle 

accelerates, actions are more uncertain at their own will.

➢ Stochastic simulations can contain the ground truth curve in its 

envelope.

➢ Dynamic IDM has much lower variances than MA-IDM;
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Simulations – Evaluation

Brief results:

➢ Dynamic IDM (AR+IDM) > MA-IDM (GP+IDM) >> Bayesian IDM > Traditional IDM

How about long-term multi-vehicle simulations?

Lower variance unbiased probabilistic



25Calibrating Car-Following Models via Bayesian Dynamic Regression

Simulations – Multi-vehicle scenario: Platoon

OpenACC dataset

http://data.europa.eu/89h/9702c950

-c80f-4d2f-982f-44d06ea0009f

7 minute-simulations

http://data.europa.eu/89h/9702c950-c80f-4d2f-982f-44d06ea0009f
http://data.europa.eu/89h/9702c950-c80f-4d2f-982f-44d06ea0009f
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Simulations – Multi-vehicle scenario: Ring road

Sugiyama experiment
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General Overview

IDM MA-IDM

(GP+IDM)

Dynamic IDM

(AR+IDM)

i.i.d. white noise,

bad uncertainty 

quantification

Correlated error,

limited to kernel 

functions

Correlated error,

good uncertainty 

quantification

• Real process:

(5) (7) (6+d)



29Calibrating Car-Following Models via Bayesian Dynamic Regression

Discussion and takeaway

✓ Generate diverse types of drivers. [Bayesian calibration/Hierarchical structure]

✓  Produce good uncertainty for each driver. [GP/AR]

✓  Simulate human-like car-following behaviors. [Stochastic Simulation]

➢  Importance of probabilistic simulation!

➢  positive correlations (0~5 sec) & negative correlations (5~10 sec)

    → at least 10 sec historical information as input.

➢  Provide enough information to calibrate car-following models.

➢  IDM is very powerful.
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Read More

➢  Paper: 

Zhang, C., & Sun, L. (2024). Bayesian calibration of the intelligent driver model. IEEE 
Transactions on Intelligent Transportation Systems.

Zhang, C., Wang, W., & Sun, L. (2024). Calibrating car-following models via Bayesian dynamic 
regression. Transportation Research Part C: Emerging Technologies, 104719.

➢  Code:

https://github.com/Chengyuan-Zhang/IDM_Bayesian_Calibration
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Thanks!

Questions?
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